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Abstract- the system was able to detect all faults if studied over a two-week period. These findings show that a machine-learning model 

may be used to simulate the projected output of a solar panel system (using meteorological data) and use it to determine if the system 

is producing as much power as it should be. Adding meteorological the rising use of solar panels around the world emphasizes the need 

of being able to detect defects in solar-panel-based systems. In this study, historical solar panel power output (kWh) was integrated with 

meteorological data to build a machine-learning model that could predict the projected power production of a solar panel system. A 

comparison of the expected and actual power outputs was done using the expected power output to determine if the system was faulty. 

As a result, while simulating a failure (a 50% reduction data, enhancing the precision of the meteorological data, and training the 

machine learning model on more data are some of the alternatives for improving the system. 
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I INTRODUCTION 

The usage of solar panels, also referred to as photovoltaic (PV) modules, has seen an almost exponential increase globally during 

the last decade [19]. How a system of PV modules perform depends heavily on weather [9], dirt covering the panels [2] and a 

multitude of other factors. Some factors that decrease the energy production of PV modules are natural and cannot be prevented 

by an owner, such as the angle of the sun, clouds and other weather related causes. There are other sorts of energy production 

decreases that an owner could actually stop from happening. Examples of these could be a PV module breaking down, leaves 

covering the panels or other factors of similar nature. The focus of this project was to develop a software based fault detection 

system that can detect decreases of this kind, in a photovoltaic system. To detect severe decreases, hereinafter referred to as faults, 

in a PV system the historical energy production of the system and meteorological data was utilized. The meteorological data is 

gathered in close geographical and temporal proximity to the PV system. The energy production of a PV system over a given 

time period (e.g. an hour) will in this report be referred to as power output measured in the unit of kWh. The power output and 

meteorological data was then used to train a machine-learning model, which predicts the expected power output for a given PV 

system. The fault detection system uses the expected, or predicted, power output and the actual power output to detect if the PV 

system is faulty or not. A fault detection system of this kind will make it easy to diagnose and detect a faulty PV system seeing as 

it can be done remotely. This could lead to faster reparations or necessary maintenance and more produced energy. The aim of 

creating a fault detection system that can detect faults in PV systems by using machine learning together with historical power 

output and meteorological data was achieved. However, the extent of what the system can detect turned out to be dependent on 

three parameters: the size of the power decrease, the threshold and the time horizon. By simulating a fault (50% power output 

decrease) it was found that, the fault detection system can detect all of the faults while 
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analysing over a two-week period. However, simulating lesser faults, decreasing the time horizon or decreasing the threshold 

may negative impact the result which is elaborated on later in the report 

 

II LITERATURE SURVEY 

suggested the generic video camera dependent convolutional neural network (CNN) based air-writing framework has been 

suggested by Gestures are made with a fixed-color marker in front of a generic video camera, then color-based segmentation is 

used to identify the marker and track the marker tip's trajectory. The gesture is then classified using a pre-trained CNN. With the 

newly collected data, transfer learning improves recognition accuracy even more. Due to color-based segmentation, the system's 

performance is highly dependent on lighting conditions. The system can distinguish isolated unistroke numbers of several 

languages in a less variable illumination setting. In human independent evaluations, the proposed methodology achieved 97.7%, 

95.4%, and 93.7% recognition rates for English, Bengali, and Devanagari numerals, respectively Grigoris Bastas et al investigate 

deep learning architectures for the air-writing recognition issue, in which a person freely creates text in three dimensions. The 

handwritten numerals 0 to 9 are constructed as multidimensional time-series obtained from a Leap Motion Controller (LMC) 

sensor. To predict the motion trajectory, we look at both dynamic and static methodologies. Several state-of- the-art convolutional 

and recurrent architectures are trained and compared. We used a Long Short-Term Memory (LSTM) network, as well as its 

bidirectional counterpart (BLSTM), to map the input sequence to a fixed-dimensionality vector, which was then transferred to a 

dense layer for classification among the target air-handwritten classes. This system uses 1D Convolutional Neural Networks 

(CNNs) to encode the input features before feeding them to an LSTM neural network in the second design (CNN-LSTM). shows 

how the Kinect sensor's colour and depth images are used to recognise the user's air- writing, which includes Persian digits and 

integers. We suggest a simple yet effective method termed slope variations detection to extract a feature vector from the trajectory, 

which is robust to changes in the trajectory's size, translation, and rotation. In addition, a novel analytical classifier for mapping a 

vector to a character is proposed. This classifier outperforms classic classifiers like SVM, HMM, and K Nearest Neighbors in 

terms of speed and accuracy. The average recognition rate for digits and numerals in Persian is 98%, which is pretty adequate for 

a practical system, according to experimental result. 

 

III PROPOSED SYSTEM 

 

 
 

 

Fig(1): Proposed Methodology 
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The block diagram of this research work has shown in Fig, for a better understanding of the proposed work. The system consists 

of three modules: Data gathering, data preprocessing and fault detection. The first module of the system is the Data Gathering 

module. This is where the system retrieves meteorological data and combine it with PV system data for a given PV system. PV 

system has their own file containing data for the PV system corresponding meteorological data for each data point. The compiled 

file is then forwarded to the Data Preprocessing module. Solar Panel parameter data collection - The dataset of the fault detection 

in solar panel is collected from the online dataset. https://data.mendeley.com/ provides the dataset. Grid- connected PV System 

Faults (GPVS-Faults) data are collected from lab experiments of faults in a PV microgrid system. There are 16 data files in „.mat‟ 

and also „.csv‟, each for one experiment scenario, including photovoltaic array faults; inverter faults; grid anomalies; feedback 

sensor fault; and MPPT controller faults of various severity. PVS-Faults data can be used to design/ validate/ compare various 

algorithms of fault detection/ diagnosis/ classification for PV system protection and reactive . 

SOFTWARE SPECIFICATION : 

Python : Python is a high-level programming language extensively used for programming. Python, an interpreted language, 

supports several programming scripts and a syntax that allows you to use programs in most languages such as C ++ or Java. The 

language provides constructions designed to permit clear programs at each scale. Python is easy and simple to know, the python 

code is way easier than alternative languages. 

Machine Learning Library: Scikit-learn : Scikit-learn (Sklearn) is the most useful and robust library for machine learning in 

Python. It provides a selection of efficient tools for machine learning and statistical modeling including classification, regression, 

clustering and dimensionality reduction via a consistence interface in Python. This library, which is largely written in Python, is 

built upon NumPy, SciPy and Matplotlib. Scikit-learn provides a range of supervised and unsupervised learning algorithms via a 

consistent interface in Python. It is licensed under a permissive simplified BSD license and is distributed under many Linux 

distributions, encouraging academic and commercial use. 

The faults were introduced manually halfway during the experiments. The high-frequency measurements are noisy; with 

disturbances and variations of temperature andinsolation during and between the experiments; MPPT/IPPT modes have adverse 

effects on the detection of lowmagnitude faults. After critical faults, the operation is interrupted array current measurement. Vpv: 

PV array voltage measurement. Vdc: DC voltage measurement. ia, ib, ic: 3-Phase current measurements. va, vb, vc: 3- Phase 

voltage measurements. Iabc: Current magnitude. If: Current frequency. Vabc: Voltage magnitude. Vf: Voltage frequency. 

 

Data Preprocessing : 

The Data Preprocessing module is responsible for two key areas. Firstly, cleaning the data retrieved by the Data Gathering module. 

Cleaning data is the process of detecting and correcting corrupt or incorrect data. Secondly, construct and add more features to 

the data set. Constructing features refers to the process of converting existing features to another form. After these steps the data 

can now be used in the Fault Detection module. 

Normalization is a scaling technique in which values are shifted and rescaled so that they end up ranging between 0 and 1. It is 

also known as Min-Max scaling. 

Standardization is another scaling technique where the values are centered around the mean with a unit standard deviation. This 

means that the mean of the attribute becomes zero and the resultant distribution has a unit standard deviation. 

 
Training and Testing using Machine learning mode : 

The proposed system uses machine learning algorithm for classification problem. The system uses Support Vector Machine 

(SVM), K Nearest Neighbor (KNN) and decision tree (DT) algorithm for classification of input PV parameters into faulty and 

normal. The detail of the machine learning algorithm is explained in the section below. 

Support Vector Machine: 
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The SVM algorithm was first developed in 1963 by Vapnik and Lerner. SVM [12] is a binary classifier based on supervised 

learning which gives better result than other classifiers. SVM classifies between two classes by constructing a hyper-plane in 

high-dimensional feature space which can be used for classification. SVM is a classification algorithm, which is based on different 

kernel methods. SVM is classified in two groups. Support Vector Machine (SVM) 

 

 
Table(1): Comparative Parameters 

 

 
IV CONCLUSION 

The aim of the project was to create a system that can detect faults in PV systems with the use of machine learning and 

meteorological data. This was achieved by creating an expected output of a PV system which is compared to the actual output. 

PV systems are subject to various faults and failures, and early fault detection of those faults and failures is very important for the 

efficiency and safety of the PV systems. ML-based fault detection models are trained with data and provide prediction results 

with very high accuracy. However, data-based fault detection models for PV systems can sometimes give false predictions, 

especially when the environmental parameters are not taken into consideration. This approach develops an intelligent fault 

detection model for PV arrays based on SVM and KNN for accurately classifying the fault types. The model was trained with 

a large dataset containing different data values under different environmental conditions in the summer and the winter season 
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